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1 Introduction

Modal logic is a popular way to describe and check various properties of a system in
example like a integrated circuit. The mostly used modal logic, for this purpose, is
the computational tree logic (CTL). But complex systems often have dependencies
between their properties/variables and to express these dependencies is very difficult in
CTL. To model these dependence between properties, in first-order logic, the concept of
functional dependence was introduced by Vaanéanen in [VAa07]. Functional dependence
means that a property p, depends on pq,...,p,—1, if a function f exists which defines
pn by f(p1,...,Pn—1), this is denoted by dep(p1, ..., Pn-1;Pn)-

To decide if a property depends on other properties we need the concept of teams, because
each member of a team has its own property values. A property p, only depends on
properties p1,...,p,—1 relative to a team 7T, if and only if p, = f(p1,...,pn holds on
every team member. We can interpret a team as states or points of time of our system. In
the following example we a have system with four properties p1,...,ps and we measure
the values of these properties to three different points of time.

Table 1.1: Snapshot’s of a system with four properties

In this example we easily can see that the property ps only depends on the property ps
or py, but property p; has no effect to ps.

Modal dependence logic (MDL) integrates these concepts of dependence into modal logic
and was introduced by Véénénen in [Vaa0§|. In modal dependence logic a team is a set
of worlds of a Kripke model, and property values are the labelings of those worlds.

In this master thesis we will study an extension of MDL the modal team logic (MTL).In
MDL classic semantical negation isn’t allowed, this causes that we cannot express that
a dependence of properties doesn’t hold, but in MTL this operation is allowed.

In [EL11] Ebbing and Lohmann study the model checking problem of modal dependence
logic. The main result is, that model checking in modal dependence logic is NP-complete.
In this thesis we will also study the model checking problem of modal team logic to com-
pare the results and look at how the classical syntactical negation effects the complexity.






2 Preliminaries

Before we classify the complexity of the MTL model checking problem, we will define
modal team logic analogous to modal logic ([BARV01]) with the concept of dependence
and the classic syntactical negation. Furthermore we define the polynomial hierarchy so
that we can classify the MTL model checking Problem above of NP.

2.1 Modal Team Logic
2.1.1 Syntax

Let Var be a set of atomic propositions and p € Var, then the set of MTL formulas is
defined by the following grammar:

p=TI|L|p| (p) | dep(p1, - .. Pn-1;pn) | ~dep(p1, ... pn_1;Dn) |
01Ny | 01 @0 | 61V 0y | ~0 | 00| 00

Definition 2.1.1 (Negation depth).
The negation depth deg, (0) is inductively defined as:

deg.(p) = deg..(p) =0 ,p € Var
def def
deg, (01 % 62) = mazx(deg, (61),deg,(02)) ,x € {N, @, V}
deg,,(A6) = deg,.(0) A e {d,0}
deg.(~0) = 1+ deg._(0)

In some cases, we denote the allowed negation depth k of an MTL Logic, with the
operator ~p.

2.1.2 Semantics

In modal logic the validation of a formula is checked in a world of a Kripke model.
Validation on MTL formulas is defined similar, but MTL extends the validation in a
world with the concept of teams. A specific MTL formula is checked in a set of worlds
on a Kripke model.



2 Preliminaries

Definition 2.1.2 (Kripke model).

A Kripke model is a tuple M = (W, R, ) where W is a non-empty set of worlds, © a
labeling function on those worlds (m : W +— P(Var)) and R a binary relation between
worlds.

Definition 2.1.3 (Team).
A team T is a subset of worlds W of a Kripke model M = (W, R, 7).

For any team T of a Kripke model M = (W, R, m) the set of successor worlds is defined
as follows:

R(T)={weW |3 €T, st. wRw}
Now the set of successor teams is defined as follows:
(TYr ={T" | T' C R(T) and Vw € T, there is w' € T" with (w,w’) € R}

Definition 2.1.4 (Truth evaluation).
The truth of a MTL formula on a team T and a Kripke model M = (W, R, ), denoted
as M,T = ¢, is defined as follows:

MTET always holds,
M,TEL iff T=0,

M, T EDp iff pem(w) forallweT,
M,TED iff péEm(w) forallweT,
M, T Edep(pi,...pn—1;0n)  iff for all wi,wy € T with

m(w1) N {p1y .- yPr—1} = m(w2) N{p1,...,Pn-1}:
DPn € 71'(’[1)1) iﬁpn € W(w2)z

M, T | —~dep(p1, ... pn-1;00) iff T =0,

M, T | ~0 iff M,T W0 for T #1,

M, T E0; N6bs iff M,T)z&l cmd./\/l,leﬁg,

M, T =0, @02 iff M, T =60, or M, T |= 0o,

M, T E0, V0 iff  there exists sets Ty, Ty with T =Ty U Ty, s.t.
M, T =0, and M, T = 6y,

M, T =00 iff there exists a set T' € (T, s.t.
M, T =0,

M, T =100 iff M, {w'|Fw € T with (w,w') € R} =0

M, D=6 always holds.

Definition 2.1.5 (Negation normal form).
Let ¢ be a propositional logic formula. Then 1 is in negation normal form, if negation
only occurs at atomic propositions.

Corollary 2.1.6.
Every propositional logic formula 1) can be transformed into a formula v which is in
negation normal form.



2.2 Model Checking

2.2 Model Checking

Definition 2.2.1 (Model-Checking).
Given a Kripke model M = (W,R, ) and a MTL formula vb. Then the set of all
satisfying initial teams is defined as:

Mo ={T € (W) | M,T = ¢}.

Model checking is now defined as the question if a team T over W is in the model checking

set of M and .

Example 2.2.2 (Model-Checking). To illustrate model checking in modal team logic
we want to create a Kripke model about the situation how rainbows can occur. This is

done by the Kripke model M which is shown in figure [2.1]

sun
—rain
rainbow
sprinkler
sun a
—rain
—rainbow
—sprinkler sun
rain
e a rainbow
—sprinkler
sun
—rain
—rainbow a
—sprinkler

Figure 2.1: Kripke model for the rainbow example
Now if we check the following formula in world 1 on the Kripke model M, it holds that
it always holds that the rainbow only depends on the sun and if its raining.
M, {1} & Odep(sun, rain; rainbow)

But if we check the formula on the Team {1,3} we see that this isn’t always the case,
because in world 4 a rainbow occurs, because the sprinkler is active instead of the rain.

M, {1,3} = Odep(sun, rain; rainbow)

We can describe this, as that we can find a successor team of {1,3} where the dependence
doesn’t hold.

M, {1,3} E O~dep(sun, rain; rainbow)

This is possible, because the dependence doesn’t hold on the successor team {2,4}.
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2.3 Modal Dependence Logic

Definition 2.3.1 (Modal dependence Logic MDL).
Modal dependence logic is similarly defined as modal team logic, but the semantical nega-
tion operator ~ isn’t in the operator set of MDL.

Definition 2.3.2 (Modal intuitionistic dependence Logic MIDL).

Modal intuitionistic dependence Logic is an extension of MDL . MIDL extends MDL by
the intuitionistic implication operator —.

Let ¢ = 1 — 2 be a MIDL implication formula, then ¢ is valid on the Kripke model
M and the team T, if and only if for all subsets T' of T the following holds:

M, T o1 or M, T = o

2.4 Polynomial Hierarchy
Let £ € N. Then the classes of the polynomial hierarchy are defined as:
¥p =115 = A} = P
S g NP

I, e {AlAdex )}

— p P p
PH = Uzhompual
k>0

Furthermore we can restrict the number of oracle questions which a turing machine can
ask. This is denoted by adding [f(n)] to the oracle’s class. For example PVP1 is a
polynomial time turing machine, which can ask exactly one oracle question to a NP
turing machine.

From these definitions we can easily derive some inclusion relations between these
classes. Figure illustrates these inclusion relations.

P P p p p
D UL © Ay © Dy ULy,

Problem (Quantified Boolean formula (QBF))

The quantified Boolean formulas are inductively defined as follows:

IB: 0,1,z € Var are QBF formulas.
IS: e e QBF= —p e QBF
e 1,02 € QBF = (1 A p2) and (1 V ¢2) € QBF

10



2.4 Polynomial Hierarchy

e o € QBF,x € Var= Jdzy and Vxp € QBF

Theorem 2.4.1 (([Sto77])).
QBF is PSPACE-complete under <p, reductions.

Definition 2.4.2 (QBFy,).
Let k > 1, then QBFyis defined as:

QBF), = {¢ | ¥ is fully quantified and formed like
€

!
3331139012 e Hxh-leQlegg PN Vl‘22‘2 e kalekQ NN kalk’lﬁ

where ' is a propositional logic formula and ¢ = 1 holds.}

Theorem 2.4.3 (([WraT77])).
QBF, is X -complete under <}, reductions.

PSPACE

PH

P=SF=TF = Al

Figure 2.2: Polynomial hierarchy

11






3 Properties of MTL

In this chapter we study how the presence of the semantical negation ”~” influences the
expressivity of MTL with respect to MDL. Furthermore with the concept of validation
on teams, the question arises how the teams are closed under special closure properties.

3.1 Operators

MTL is more expressive compared to modal dependence logic (MDL), because with the
~ operator universal quantification can be expressed. In the following some of these
universal quantification operators will be defined.

Definition 3.1.1 (A Operator).
A is a unary modal operator defined as:

A = ~{)~v
SOdef <> v

The A operator expresses an universal quantification on successor teams. Ay is only
satisfied on a Kripke model M and a team T if and only if for all successor Teams T" it
holds that M,T" |= .

Definition 3.1.2 (® Operator).
O is a binary operator defined as:

01O 2 = ~(~p1 V ~p3)
def

Corollary 3.1.3 (Simulation of MIDL).
Let ¢ be a MIDL formula, then there exists an equivalent MTL formula.

Proof. Let M = (W, R, 7) be a Kripke model and T'C W a team. Only the implication
operator has to be simulated by a MTL formula , because all other MIDL operators are
existing in MTL. Let ¢ = ¢1 — @2 be a MIDL implication formula, then ¢ is valid on
the Kripke model M and the team T, if and only if for all subsets 7" of T' the following
holds:

M,T/ l#(pl or M,T/ ):(,02

13
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This formula can be expressed with MTL as follows:

M, T = ~((p1 ANvp2) VT & VT, Ty with Ty UT, = T it holds that
M, Ty = (o1 A~pa) or M Ty =T
e e

always false

< V1Y, Ty with T7 UTy = T it holds that
M, Ty = (1 A ~2)

< V17 C T it holds that
M, Ty = 1 or M,T = o

S M, T E¢1— ¢

Definition 3.1.4 (— Operator).
— is a binary operator defined as:

P12 = ~((p1 Ar~p2) V)

With the — operator an universal quantification on teams can be expressed. On these
teams, the operator is similary defined as for propositional implication. @1 — @9 is
satisfied by a Kripke model M and a team T if and only if for all sub teams 7" it holds
that M, T" £ p1 or M, T, = o

Lemma 3.1.5 (O is self-dual).
Let ¢ a MTL formula, then Oy is equivalent to ~O~p.

Proof. Let 8 = ~[~p. 6 is satisfied by an Kripke model M and a team T iff

M, T O~
M, R(T) = ~p
M, R(T) = ¢
M, T = Op

toe

3.2 Closure properties

Definition 3.2.1 (Downwards closure).
A modal logic has the downwards closure property if for any formula ¢ with M, T |= ¢
and for all T' C T it holds that M,T' = ¢

Definition 3.2.2 (Upwards closure).

A modal logic has the upwards closure property if for any formula ¢ with M, T |= ¢ and
for all T" C W it holds that M, TUT' = ¢

14



3.2 Closure properties

Definition 3.2.3 (Union Closure).
A modal logic has the union closure property if for any formula ¢ with M, Ty |= ¢ and
M, T |= @, it holds that M, Ty UT, |= ¢

Definition 3.2.4 (Intersection Closure).
A modal logic has the intersection closure property if for any formula ¢ with M, T} = ¢
and M, Ty = @, it holds that M, Ty NTs |= ¢

Lemma 3.2.5.
MTL doesn’t have the upwards closure property.

Proof. Let M = (W, R, m) as shown in figure Now by contradiction we will show
that MTL doesn’t has the upwards closure property. For team T} = {wo,w;} it holds
that

M, Ty = ~O(~p A ~p).

Now with wg € W and T = T1 U {ws} it holds that

M, T =0O(~p A ~p).

Figure 3.1: Counter example for upwards closure

Lemma 3.2.6.
MTL doesn’t have the downwards closure property.

Proof. Let M = (W, R, ) as shown in figure
For team T = {w1, wa} it holds that

M, T = ~p A ~p.

By contradiction we assume, that the downward closure property holds. Then the teams
Ty = {wi},To = {wz} have to satisfy ~p A ~p. But 17 satisfies p, which leads to
contradiction with

M, T = ~p A ~P.

15
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Figure 3.2: Counter example for downwards and union closure
Lemma 3.2.7.

MTL doesn’t have the union closure property.

Proof. Let M = (W, R, m) as shown in figure For T7 = wy and T5 = w9 it holds
that

M, Ty | dep(p), M, T3 | dep(p).
Contrary for T =Ty U Ty = {wy,ws} it holds that

M, T W dep(p).

Lemma 3.2.8.
MTL doesn’t have the intersection closure property.

Proof. Let M = (W,R,7) as shown in figure For teams T1 = {wp,w;} and
T2 = {wp, wa} it holds that

M7T1 ':Np/\Nﬁ
MaTQ |: Np/\NTj

If we assume that MTL has the intersection closure property the following must hold:
MTiNTy E~pA~D
But with T'=T1 N Ty = {wp} the following holds
M, T = ~p A ~p,
which leads to a contradiction. ]

Lemma 3.2.9 (Downwards closure of A operator).
If © has the downwards closure property, then the formula 0 = Ay has the downwards
closure property.

16



3.2 Closure properties

R L SO

S Ty
Figure 3.3: Counter example for intersection closure
Proof. Let 8 = Ap a MTL formula and M a Kripke model. By contradiction we
assume that ¢ has the downwards closure property and 6 doesn’t.
By definition Ay is satisfied on team T if and only if for all 77 € (T), it holds that T”

satisfies .
If Ag isn’t downwards closed then for 7% C T' there exists an U € (T™*) with

M, U W .

With T C T it holds that every U € (T™) is a subset of an element in (T"). Furthermore
with M, T’ = ¢ and the downwards closure of ¢ it holds for every subset 7" of T” that

M, T" E .

Now there can’t exist such an U € (T™*), which doesn’t satisfy ¢. But this is an contra-
diction to the assumption that Ay is not downwards closed. O

Corollary 3.2.10.
Let ¢ be a downwards closed MTL formula, then Ap is equivalent to .

Proof. Ay is satisfied on team T, if and only if VI" € (T')
M, T = .

By the downwards closure property it fulfills to show that A is satisfied by the biggest
team in (T"), which is R(T'). By definition the assumption holds.

M, R(T) = ¢

17






4 Complexity of Model Checking

To classify the complexity of MTL-model checking, we study subsets of all MTL oper-
ators. In Table all model checking results are shown, where Theorem is the
main result of this chapter.

With +,— the presence or absence of an operator is denoted and * means that the
operator isn’t important for this special complexity result.

o o | A VvV @ ~ ~p | dep | Complexity Proof

* 4+ |4+ % % x| + % * PSPACE-Complete | Theorem 4.3.1
* % | 4+ 4+ % x| 4+ % * PSPACFE-Complete | Theorem |4.3.3
x 44+ % ok x| = 4+ | + EZ +-Complete CorollaryHilH
x 4+ |- - — x|+ * + PNP[l]—Complete Theorem |4.4.3
¥ — | - 4+ — x| 4+ 9« — | P Corollary 4.4.4
¥ 4+ | - - — x| 4+ % — | P Corollary 4.4.5
- - - 4+ - * —+ — * open open

Table 4.1: Complexity results for model checking

4.1 Boolean formula transformations

In this section, we introduce two techniques to reduce the canonical Boolean formula
evaluation pattern to the modal team logic model checking problem. In the reductions
of the next chapter, this reductions are needed to encode a Boolean assignment into a
Kripke structure and a team.

Definition 4.1.1 (f~ transformation).
For every propositional logic formula ¢ in negation normal form, the transformation
() is inductively defined as:
prr ~pt AT,
PP AP,
01V b2 — f7(01) @ [ (62),
01 N\ Oy — fN(Ql) A fN(QQ)

Lemma 4.1.2.
Let ¢ be a S3CNF Boolean formula in negation normal form, and M = (W, R, 7) be a
Kripke model and T be a team with the following properties:

19
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1. {wl,ﬁl,wg,@% - ,wn,@n} C W,

2. pt € m(w;), pt € m(w) for1 <i<n andwe W\ {w;},
Y € m(w;), pd ¢ m(w) for 1 <i<n and w e W\ {w;},

3. Ur<ijk<n{(wi, z)), (wi, z), (Ws, x;), (w;, Tx) } C R,
Lk

4. w; €T orw; €T, but not w;,w; €T for1 <i<n.
Then the following holds:
Jae{0,1}":aEyYIMITCW MTE f~(0)

Proof. Let ¢ be a 3CNF formula.
77:>77

Let « be a satisfying variable assignment for ). Then we construct a Kripke model M
as requiered. To satisfy M, T = f~ (1) the team T is constructed as follows:

T_ TUu{w} ,ifalx)=1
|\ Tu{w) ifalz) =0
Now we have to show that it holds that if p is satisfied then f~(p) is satisfied and for p

analogous.

e Let a(x;) = 1. Then T and M have to satisfy M, T = ~p} Ap). By construction
it holds that w; € T and p} € 7(w;), which implies that ~p} is satisfied. The other
part of the formula is satisfied, because it holds that w; € T and w; is the only
world in M with p} € 7(w;).

e a(x;) = 0 follows from the same argument as for a(x;) = 1, but the following
formula has to be satisfied ﬁ% A Nﬁ? instead.

2 b
<=

Let M, T = f~(v) and M, T satisfy the required properties. A satisfying variable
assignment « is constructed as follows:

alz;)) =1 ,iff w; €T,
alz;)) =0 ,iffw; e T.
Now we show that if M, T = f~ (1) holds, then a = v holds.
o Let M, T = ~p; /\ﬁ?. This can only be the case if w; € T and w; € T', because

Nﬁ% requires w; to be in 7" and with M, T |= ﬁ? it follows that w; cannot be in 7.
Then it holds that a(x;) = 1.

20



4.1 Boolean formula transformations

e The case M, T = T)Z-l A Nﬁ? is analogous to the other case. O

Definition 4.1.3 (f° transformation).
For every propositional logic formula ¢ in negation normal form, the transformation
() is inductively defined as:

p Oph,

P Op°,
61V 02— fO(61) @ fO(6a),
01 A Oy fO(01) A £O(02).

Lemma 4.1.4.
Let ¢ be a 8CNF Boolean formula in negation normal form, and M = (W, R, ) be a
Kripke model and T be a team with the following properties:

1. {wl,ﬁl,wg,ﬁ% vevy Wy, Wn, T1,21,22,29,. .. ,l’n,fn} cw,

2. pr€m(z;), pr €m(z) for 1 <i<n andwe W\ {z;},
P €n(®), p) € w(w) for 1 <i<n andw e W\ {z;},

3. x; €T orm; €T, bot not x;,T; €T for1 <i<n.
Then the following holds:
Jae{0,1}":akEy e IMITCW: M, T E o)
Proof. Let ¢ be a 3CNF formula.

b2 2
=

Let a be a satisfying variable assignment for 1, then we construct a Kripke model M
as requiered. To satisfy M, T |= (1) team T is constructed as follows:

T iy 1 i) = .
T = Udw -, ifalw) =1 i=1,...,n
TU{@Z} , if OZ(SEI) =0

Now we have to show that it holds that if p is satisfied then f¢(p) is satisfied, for p
analogously.

e Let a(z;) = 1. Then T and M have to satisfy M, T = Op}. With respect to
the variable assignment « it holds that w; € T and w; € T. This implies, by
construction of M,that all w € T are connected with x;. With p! € m(z;) it
follows that M, T |= Op;. It also holds that M, T ¥ Opl, because not all w € W
are connected to T; ((w;,T;) € R).

21
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e a(z;) = 0 follows for the same reason as for a(z;) = 1, but Op? has to be satisfied
OpY instead.

” 9
=

Let M,T |= f°(¢) and M, T satisfying the required properties. A satisfying variable
assignment « is constructed as follows:

alz;))=1 ,iffw; €T,
alz;)) =0 ,iffw; e T.

Now we show that if M, T = £©(¢) holds, then a = v holds.

e Let M, T = Op!. This implies, that all w € T are connected to z;, because x; is
the only world labeled with p}. This can only be the case if w; € T ans w; € T.
Then it holds that a(x;) = 1.

o Let M,T = Op?. With the same argumentation as from above it follows that
a(z;) =0. O

22



4.2 MTL-MC is in PSPACE

4.2 MTL-MC is in PSPACE

In this section we show that MTL-MC'is in PSPACE by the recursive top down algorithm
mtl-mc . The algorithm mitl-mc checks if the formula v is satisfied with the team T
on the Kripke model M.

© 0w N O A W N -

e = T s =
0 J O Ut Bk W N = O
)

19
20
21

22
23
24
25

26

Input : Kripke model M, team T and MTL formula
Output: true if and only if M, T =
if o =1 V 15 then
existence guess 11,1, with Ty UTy, =T
return mtl-mc(M,T1,11) and mtl-mc(M,T5,19)
else if ¢ =1 A ¥y then
| return mtl-mc(M, 1) and mtl-mc(M,T 1)
else if ¢ = ~1) then
| return not mtl-mc(M,T,v))
else if ¢ = [y then
| return mtl-mc(M,R[T] )
else if ¢ = Q1 then
existence guess T € (T)
return mtl-mc(M,T" )
Ise if ¢ = dep(p1,...pn—1,pn) then
for 1 <i<|T| do
Save for w; € W : (p1,...Pn—1,Pn)
for i < j <|T| do
L if (ph,...P)_1) = (p1,...,p),_;) then
L if p!, # p, then return false

0

Ise if ¢ = p then
foreach w; € T do
L if p & m(w;) then return false

return true

0

Ise if ¢ = p then
foreach w; € T do
L if p € m(w;) then return false

return true

Algorithm 1: MTL-MC'is in PSPACE

This algorithm runs in polynomial space, which can be seen in Line 9 and 14, because
in these lines we allocate more space. In line 9 the construction of the successor team is
done in polynomial space, because in the worst case all worlds in M are in this team,
but the Kripke model is part of the input. The same reason can be used in line 14,
because we only allocate polynomial space for each world.

23



4 Complexity of Model Checking

4.3 MTL-MC is PSPACE-hard

Theorem 4.3.1 (MTL-MC({0,A\,~}) is PSPACE-hard).

Proof. Let ¢ = dz 1V, ..
to be even.

.3z, be a 3CNF-QBF instance, where w.l.o.g. n is assumed

The corresponding MTL-MC({0, A\, ~}) instance is defined as (M, T, ©) where.

e M = (W,R,m) where

W = U{d Hh<j<n U

i=1
n

U{w!, @/ }ocjcn—i U

=1

U{w%@i}

=1

R= U{ i) zA }1<J<ZU
U{  (d, W)} U
Uttt .
U{ n—1 . —n 1

=1
ﬂ(d{)z@,forlgjgzgn

N ={p!},
wl) = {pY}

m(w;) = m(w

m(w;) =

7(
o T'={d)}1<i<n
[ ] @ = 51

5 e {O((p% QP0) A b

A((~pE A ~DY) @ Siga

8 =10 ()

)}1<]<n 7 U

;W) h<j<n U

forl1<i<n,0<j<n-—1

for1<i<n,0<j<n—i

, iff i is odd

, iff 1 is even

To illustrate the structure of the generated Kripke model, figure shows an example
Kripke model generated by the formula 1) = 3x1Vz2¢’, where ¢/ is a arbitrary proposi-

tional formula.

24



4.3 MTL-MC is PSPACE-hard

Figure 4.1: Kripke structure for 3z;Vzs

To proof the correctness we will show, that for any SCNF-QBF formula v = 3x1Vas ... dz,e
it holds that
Y € SCNF-QBF iff M,T = ©

7 7
=

Let ¥ be an SCNF-QBF formula with satisfying assignment tree a. We use this assign-
ment to solve existential quantifications in the formula ©.

iis odd: O(p! @ DY) A i1
To satisfiy d; we have to choose if we extend T by the world {w;} or by {w;}.
If we choose w; then Nﬁ? is satisfied, w; analogous. We solve this existential
quantification problem with respect to the variable assignment « in the following
way:

T TU{w;} iff a(x;) =1
TU {El} Aff Oé($z) =0

i is even: A(~p} A ~DY) @ it1):
By definition of the universal quantification A-operator we have to check that dy
is satisfied by following teams:

1. TU {wi, @z}
We don’t want that this case has to satisfy d;11, because this isn’t a correct
variable assignment over x;. Therefore we catch this case with the sub formula
(Nfail A Nﬁ?). This sub formula is satisfied, because N@} requires that it holds
that w; € T and Nﬁ} requires that it holds that w; € T.

2. TU {wz} and T'U {@Z}
These cases are correct variable assignments over x; and we wan’t that J;
is only satisfied if §; 41 is satisfied by both teams. This is ensured, because
T U {w;} and T U {w;} cannot satisfy (~p; A ~P}), because, as mentioned
above, a team is required which contains both, w; and w;.
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4 Complexity of Model Checking

Now by construction of M and T’ we can use Lemma and it directly follows that:

M,T' E fO(y)

2 2
<=

Now we have to show that there exists a variable assignment tree o = ¢ if M, T =
©. M,T E © implies that there exists a set of teams where each member 7" fulfills

M, T" = fO(ap). If we can show that 7" fullfills the properties of Lemma then we
directly get an satisfying variable assigment «. Therefore we show that the cases of the
formula © generates correct teams 7”.

i is odd: O(p} @7Y) A g1

L. T"U{w;} or T" U {w;}:
These cases are correct variable assignments over x; and they can satisfy J;
by " and satisfying 6;41.

2. T'U {wi,m}:
This case is no correct variable assignment and we have to ensure §; cannot

be satisfied. Because of w; € T” p' cannot by satisfied and w; € T” prevent
7° of satisfying the sub formula.

i is even: A(~p} A ~DY) @ dit1):
The correctness of the universal quantification case is already shown above.

Now it follows directly by Lemma that M, T’ = f°(¢) holds. O
Example 4.3.2. Let ¢ = Jx1VaoTdzs(zy V T3 V 22) A (T1 V 22 V T3) be a 3CNF-QBF

formula. This formula is satisfiable with x1 = 1 and x3 = 0. The corresponding Kripke
model M = (W, R, m) is defined as follows:

4 §‘4 §4
s 5 P @ @ pi pi pl
) S P ) P P

e TR

Figure 4.2: Example Kripke model

o
O

P}
o)

Py
Y

From the 3CNF-QBF reduction in Lemma it follows, that the following formula
has to be verified on M:
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4.3 MTL-MC is PSPACE-hard

=0 @P) A
A(~py A ~Tz) @
O(p3 @73) A
(fOw) v FO@s) v O (m2)) A (FO (@) V [0 (2) Vv O (T3))

We start with T = {wy, w1, wa, We, w3, W3} as the initial team. To existentially guess x;
we have to choose that wi remains in the team and Wy left the team. This is achieved as
n proof with the sub formula 70(p; @ P}) Ad7. Now we have to universally check
the variable xo. That means, that now two team instances have to be verified. One team
which includes wo and not wo, the other team analogously. We set the last variable x3,
which is an existential guess, to false. The development of the start team is shown in

Figure [].3:

{wi, w1, we, Wa, w3, w3}

| 3y
{w1, wa, Wa, w3, w3}
7 Vg T
{w1, wa, w3, w3} {w1, wa, w3, w3}
\ J3 \
{wy, wa, w3} {w1, w2, w3}
a‘cc a‘cc

Figure 4.3: Team development

Now we have to check that the model M and both end teams satisfy following formula:
FO@) = (fa) v FO@s) vV fO(m2)) A (FO@1) V O (m) V £O(T3))
We have two teams, which have to satisfy the formula.

1. The first team is {wj,wo,w3}. It is easy to see that the variable assignment
a = {z; = 1,29 = 2,23 = 0} satisfies the formula ¢. Now we have to check that
the team also satisfies £ (1)). The first clause is satisfied by f°(z1) = Op1, because
wy € T and therefore all w € T are connected to z;. The second clause is satisfied
by fO(Z3) with an analogous argument.

2. Now we have to check the second team {w;,ws, w3}, which differs from the first

team only in the x2 position. Now we can use the same satisfying argumentation,
because in the first case we didn’t use the variable x5 to satisfy fO(1).
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4 Complexity of Model Checking

Theorem 4.3.3 (MTL-MC({V, A,~}) is PSPACE-hard).

Proof. Let ¢ = Jx1Vao...3zpp be a 3CNF-QBF instance, then ¢ € QBF < f(¢) €
MTL-MC({V,A,~}) The corresponding MTL-MC({V, A, ~}) reduction function is de-
fined as f(¢) — (M, T,0), where

o M = (W,R,m) where

W = {z;,7;} 1<i<n,
R=10

pi € m(z:) 1<i<n,
p; € () 1<i<n,
p) € () 1<i<n,
r; € m(x;), 7(Z;) 1<4i<

o ' = Ulgign{xi’ji}’

[ ] @ = 51
5= oy ® dir1 , iff iis even
T w3V iyr1 ,iff iis odd
on =17 ()

v has to catch all teams, which contains x and T or neither z nor z.
py = (~p' APY) @ o
3 has to separate x and T such that the final team does’t contain both.
p3=p'©p°

To proof the correctness we show now, that for any SCNF-QBF formula ¢ = Jx1Vas ... dz,p
it holds that
Y € 3CNF-QBF ift M, T = ©

2 7
=

Let ¢ be a 3CNF-QBF formula with satisfying assignment tree . To show that M, T =
0 holds, we alternate through the quantifications in 3, ¢y with respect to the variable
assignment .

i is odd: To satisfy §; = (p' @ p°) V 6;11 with the team T (w;,w; € T), by definition,
we have to split 7" into Ty,T5 with T3 UTy = T and T1 = p} @ pY and Tb |= .
With respect to the variable assignment «, we choose 71 = {w;} if a(z;) = 1 and
Ty =T\ {w;}. We choose w; analogously if a(x;) = 0.
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4.3 MTL-MC is PSPACE-hard

i is even: To satisfy §;, in the even case, with team 7', we have to satisfy T1 |= (~p'A~p°)
or Ty |= 6;41 for all subteams 77 U T, = T. Now we will show, that only J; has to
be satisfied if T} = {w;} or T1 = {w;}, because then T encodes a partially correct
variable assignment.

1. Let w;,w; € Th then M, T} | ((w@l A Nﬁ?) holds, because of w; € T} and
m(p}) = {w;}, ~p; is satisfied on T1. ~p) is also satisfied on Ti, because
w; € Ty and 7(pY) = {w;}.

2. Let w; ¢ T and w; ¢ T, then M, T} |= ~r;, because w;, w; are the only worlds
labeled with r;.

3. Let wi € T or w; € T and |T| > 1. Then M, T |= ~r;, because of |T'| > 1
there exists, by definition of 7, a element v € T' with v & 7(r;).

4. Let w; € T or w; € T and |T| = 1. Then M, T} [ ((~p} A ~DY) @ ~1;).
In this case we have chosen a correct variable assignment and M, T5 has to
satisfy ;11.

Now by Lemma it holds that M, T" = f~(4), because by construction M and T
fulfill the required properties.

2 2
=

Now we have to show that from M, T = O it follows that a variable assignment tree o
exists with « |= 1. Now we want to use Lemma again but therefore we will show
that for M.T" |= f~ (), our generated team 7" fulfills the properties required by the
transformation. This is shown by the correctness of the cases of © formula.

is is odd: By definition the following has to be satisfied:
M, Ty = pl@p? and M, Ty |= 6y with T =T, U Tp.
There are only two possibilities to satisfy M, T} = pl1 W) p?. Either w; € T1,w; ¢ Ty
or w; € Ty, w; € Ty, because w; is the only world with p! € m(w;), w; analogously.

This implies that T5 is always formed like T\ {w;} or T'\ {w;}. In both cases T5
fulfills the properties required by the transformation.

i is even: The correctness of the universal quantification case is already shown in the
argumentation above.

Now it directly follows from Lemma that there exists a variable assignment a with
a = 1. O

Example 4.3.4. Let ¢ = Jx1VaoTdzs(zy V 22 V T3) A (T2 V 23 V T1) be a 3CNF-QBF
formula. The Kripke model M and the starting team T are as defined in Figure [{.4)
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4 Complexity of Model Checking

Satisfying variable assignment for ¢ are o = {xg = 0,23 =0} or a = {xe = 1,23 = 1}.
Now we show that the formula © can be satisfied with these variable assignments.

(p @Pl)

(("’ NP2) @72) ®

(P @pY) V

(f~() @ f~(P2) @ £~ ([@3)) A (f~(05) @ £~ (P3) @ £~ (DY)

@@

p2ar2 p2,7’2 p4,7‘4 p4,7'4
1 0 1 0
"~...p17 1 py,T1 Pp3,73 p3, r3 .
S 7

Figure 4.4: Model checking example for operator set {V, A, ~}

The initial team T is set as T := {w;, W1, wq, W, ws,w3}. In the first step of the
construction of © we have to existentially guess the variable 1. We choose that z; has
to be true in the variable assignment and so the team {w1, ws, W, w3, W3} has to satisfy
the right part of the split junction. The next step is an universal guess and as shown
in the proof above, we now have to check the two teams 77 = {wi, w2, w3, W3} and
Ty = {wy,We, w3, ws}. The last step is similar to the first and we choose the variable x3
to be false in the team 77 and true in the other team. The last thing to check is, that
the now constructed teams satisfy the formula f~(y). Exemplarily we do this for the
variable xo with the first team. In our team x9 is set to false (wy € Ty, wy & T1) and
this satisfies the second clause at f~(py) = ps A ~PY, because P checks that wy & T}
and ~p) checks that wy € Tj.

4.4 Model Checking Operator Fragments

Corollary 4.4.1 (MTL-MC({0, A, ~k}) is X} ;-hard).

Proof. QBF;, <h, MTL-MC({0, A, ~1})

Let p = dxqq1... EL’Elle.%'Ql .. .V$2j2 o Axgy . Awkjnwa A€ {H,V}, J1s---Jn € N be a
QBF;, formula. In this reduction we use nearly the same reduction like in Lemma
where the depth of ~ is not bounded.

We only have to allow that quantification over multiple variables can be expressed in one
alternation. Therefore we define the extended model M = (W, R, 7) and the reduction
formula © as:
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4.4 Model Checking Operator Fragments

o M= (W,R,7)

n Ji )
— ] .
W= {JUld hsj<a U
i=11=1
n Ji ' . n Ji
J =i =
U U{wi,l’wi,l}OSan—i U U U{wi,z, Wi},
i=11=1 i=11=1

R= |J{d,,dl;Hhej<i U

n Ji

U UL wdy), (w0} U

1=11[=1

n Ji ]

UU{ zl? ’(@zlaw )}1<]<n iU

i=11=1

n Ji

U ULt wy), @35 w5) hsjsn U

1=11=1
n(dl) =0, for 1<j<i<n1<I<j;
m(wiy) = m(w!,) ={pi}, for 1<i<n, 0<j<n—i1<1<y
(@) = w(@,) = {pl)} , for 1<i<n,0<j<n—il<I<jit.

o T'={d) }h<i<n

o 92(51

0

5 . JONL(BL @) A dis ,iff i is odd
O AN (~PE A~RY) @i iff 1 s even
On i =f0 (1)

DO OO 56
voe Y ooe” Yee

Figure 4.5: Kripke structure for JzizoVrs

The corresponding Kripke model to the formula 1) = Jx1, 2oVr31)’ is shown in figure
This example illustrates how multiple variables are quantified in only one quantification
step. For simplicity reasons the connections between the variables and the world labels
are not shown.
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4 Complexity of Model Checking

The proof of the reductions correctness is analogous to the proof in Lemma It
remains to show that the maximum of the reductions negation depth is k.

ji
deg.(O(\ B!, @PY) Abit1) =0

=1
i {1 +deg(0i+1) , iff i41 = 0p

deg (A ~pL A D)) @ 6iaq) =
g (l:/\l( Piy A~y @ Git1) 2t den (b)) othonise

deg..(fO(1)) =0

In the case 0;1+1 = 0, the negation depth of A((fvﬁ,lc A Nﬁ%) @ dit1 is 1 + deg.(0i+1),
because another last quantification change isn’t required. U

Example 4.4.2. In this exmaple we want to check the negation depth of the formula
corresponding to ¢ = Jx1VroIxrs(z1 V 22 V 23).

O((P1 @ 1Y) A A((~Py A ~P5) @ O((D3 @ 13) A (Op1 @ Op2 @ Op3))))

As mentioned in the proof from above, the negation depth has to be 2. As the first step
we convert, by definition of A, Ay to ~Orp

O((p1 @ DY) A ~O~((~Ps A ~P3) @ O((P3 @ DY) A (Op1 @ Op2 @ Op3))))

In the last step the second negation is moved deeper insider the formula, to eliminate the
one negation.

O((Pr @) A ~O((D3 @P3) A ~O((3 @13) A (Op1 @ Op2 @ Op3))))

Now it is easy to see that the negation depth of this formula is 2.

Theorem 4.4.3 (MTL-MC({{, ~, dep}) is PNP.complete).

Let ¢ be a MTLformula over {Q,~,dep}. Then the model checking problem MTL-MC({{, ~, dep})

is in PNPO

Proof. Let ¢ be a formula over {Q,~,dep} and ki,...,k, € N. Then the formula is
always either of the form ¢ = ~ or ¢ = 1), where

v =0MAR AFN N e {p,p,dep},p € Var.
Then it follows from Lemma that At can be replaced by [,
p=0M0r . O\ Ne {p,p,dep},p € Var

Now we construct a PMPL-MC(0.0depp)1] tyring machine M , which solves the problem.
At first TM M writes the formula 1 on the oracle tape. Then the turing machine returns
the negation of the oracle’s answer.
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4.4 Model Checking Operator Fragments

From MDL-MC(),0, dep,p), which is NP-complete ([EL1I]), it follows that
MTL-MC({), ~,dep}) is in PNPUL,

Now we have to show that MTL-MC({, ~, dep}) is PNPIU hard. Let A € PN the
corresponding Turing-Machine M4 generally works as shown in figure
Now we have to show that A <}, MTL-MC({),~,dep}). In the polynomial many-
one reduction, we can simulate the polynomial part of the Machine. Left is the oracle
question and four possible acceptance behaviors of My shown in figure [£.7]

input x

-

T
acc/rej acc/rej

Figure 4.6: PNl machine

input x input x input x input x
| | | |
feSAT feSAT feSAT feSAT
1,/ \0 1/ N0 1,/ N0 IZNY
acc I'ej I'ej acc acce acce rej I'ej
(a) f € SAT (b) f e SAT (c) Accept always  (d) Reject always

Figure 4.7: Cases in PNPl

SAT is represented in MTL-MC({Q, ~, dep}) in the same way like in [EL11], but we have
to adjust our formula to represent the four acceptance cases.

Let f be the 3CNF oracle question and g(f) = (M, T, ¢) the reduction function.

The Kripke structure M = (W, R, ) is defined as follows:

W ={c1,..-,CnyS1y -y SmySiy-v-sSm )

Ciy Sj , if z; occurs in Cj
R D J J
| {(e,55)} ,if T; occurs in Cj
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4 Complexity of Model Checking

m(si) 2 {pi,q}
m(s;) 2 {pi}

The initial team is defined by the worlds, which representing the clauses of f.

T:={c1,...,cn}

Odep(pb--'ap?‘IMQ) 7f € SAT
Nodep(pla"wpmv(n af € SAT
T ,accept always

il ,reject always

The correctness follows directly from the MDL-MC({{,~,dep}) correctness proof in
[EL1I] and the definition of ~. O

Corollary 4.4.4 (MTL-MC({A, ~}) is in P)
Proof. For this proof we construct an algorithm [2{ that runs polynomial time.

Input : Kripke model M, team T and MTL formula
Output: true if and only if M, T E ¢
if ¢ =11 @ 12 then
return mtl-mc(M, T 2)1) or mtl-mec(M,T 1)2)

else if o =1 A1y then

‘ return mtl-mc(M,T 2)1) and mtl-me(M,T 1p9)
else if o = p then
for s €T do

L if p & 7(s) then return false

return true

N O 0k W =

© »
o)

Ise if ¢ = p then
10 for s € T do
11 L if p € 7(s) then return false

12 return true

13 else if ¢ = ~p then
14 ‘ return not mtl-mc(M,T,p)
15 else if p = ~p then
16 ‘ return not mtl-mc(M,T,p)
17
Algorithm 2: Model checking algorithm with operators A and ~

It is easy to see that algorithm [2| runs in polynomial time, because we only extend the

ordinary propositional logic algorithm with two new cases, which negate the result of
the original cases. O
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4.4 Model Checking Operator Fragments

Corollary 4.4.5 (MTL-MC({0,~}) is in P).
Proof. Let ¢ be a formula over {Q,~} and ki, ...,k, € N. Then the formula is always
of the form ¢ = ~1) or ¢ = 1, where

p=0MO . ..O%X  Xe{pp}

The same argument is used in proof By [EL11] we can check % in polynomial time
with MDL-MC($,0,p).

Therefore we construct a oracle turing machine M with an oracle for MDL-MC($, 0, p),
which runs in polynomial time and solves ¢ € MTL-MC({{,~}). At first M writes
the formula ¢ on the oracle tape. Then the turing machine returns the negation of the
oracles answer. O
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5 Conclusion

We have shown in chapter [3| that MTL in general is not closed under the closure prop-
erties we looked at. But in Theorem we have seen, that some parts of MTL are
downwards closed, there is a possibility for further research. In example the concept of
coherence, which Kontinen studied in [Konl0] would be an interesting property.

In chapter [l we have shown that the MTL model checking problem is PSPACFE-complete,
but there is still an open case. It is not known in which complexity class the operator
fragment {V,~} is located. Furthermore the complexity could depend of the Kripke
model’s type. We could restrict the structure such that only 54,55, ... structures are
possible.
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